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Abstract

This thesis tackles the problem of data conversion irRéemdueNumberSystem (RNS).
The RNS has been consideredaasnteresting theoretical topic for resd@ers in recent years.
Its importance stems from the absence of carry propagation between its arithmetic units. This
facilitates the realization of higbpeed, lowpower arithmetic. This advantage is of paramount
importance in embedded processors, esfpedBose found in portable devices, for which
power consumption is the most critical aspect of the design. However, the overhead introduced
by the data conversion circuits discourages the use of RNS at the applications. In this thesis, we
aim at developig efficient schemes for the conversion from the conventional representation to
the RNS representation and vice versa. The conventional representation can be in the form of
an analog continuottime signal or a digital signal represented in binary formag. phésent
some of the currently available algorithms and schemes of conversion when the signal is in
binary representatiorAs a contribution to this field of researchve proposehree different
schemes for direct conversion when interaction with thearalog world is requiredVe first
develop two efficient sbiemes for direct anale-residue conversion Another efficient
scheme for direct residu®-analogconversionis also proposed. The performance and the
efficiency of theses converters are dentaied and analyzed. The proposed schemes are
aimed to encourage the utilization of RNS in varicestime and practicahpplications in the

future.



Resume

Cette these aborde le probleme de la conversion de données dans le systemdeqne de
résidus Residue Number SystenRNS). Le systeme RNS a été considéré comme un sujet
intéressant par de nombreux chercheurs ces dernieres années. Son importance découle de
I'absence de la propagation de retenue entre ses unités de calcuhclliezild réalisation de
circuits arithmétiques a grande vitesse et de faible puissance. Cet avantage est d'une importance
primordiale dans les processeurs embarqués, en particulier ceux qu'on retrouve dans les
appareils portables, pour lesquels la conmation d'énergie est I'aspect le plus critique de la
conception. Cependant, le traitement supplémentaire introduit par les circuits de conversion de
données décourage l'utilisation du RNS au niveau des applications. Dans cette these, nous
cherclons des sckBmes efficaces pour la conversion de la représentation conventionnelle a la
représentation RNS et visersa. La représentation conventionnelle peut étre sous la forme d'un
signal analogique en temps contmud'un signal échantillonné numérique reprédemt format
binaire. Nous présentons quelques algorithmes actuellement disponibles et les systemes de
conversion associés lorsque le signal est sous une
représentation binaire. Dans notre contribution a ce domaine de recherche, nousngtopes
astucesl i f f ®r entes pour | a conversion | orsquodun
nécessaire. Noudéveloponsdeux systemes efficaces pour la conversion directe du domaine
analogigue a RNS. Un autre systeme efficace pour la conversion directe di &MNBgique
est également proposé. La performance et l'efficacité de ces convertisseurs sont mises en
évidence et analysées. Les schémas proposés sont destinés a encourager l'utilisation du RNS

dans diverses applications dans l'avenir.
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Chapterl
Introduction

A riddle posted in a book authored by a Chinese scholkdcaiin Tzun the first century
was the first documented manifestationResidue Number System (RM&resentation [1,2].
The riddle is described by the following statement:

We have things of which we do not know the number:
If we count them by threethe remainder is 2.

If we count them by fives, the remainder is 3.

If we count them by sevens, the remainder is 2.

How many things are there?

The answer is 23.

The mathematical procedure of obtaining the answer 23 in this example from the set of
integers2, 3, and? is what was later called t@éhinese Remainder Theorem (CRThe CRT
provides an algorithmic solution of decoding the residue encoded number back into its
conventional representation. This theorem is considered the cornerstone in realidsg RN

Encoding a large number into a group of small humhkessits insignificant speed up of the
overall data processing. This fact encourages the implementation of RNS in some applications
whereintensive processing is inevitable.

In this chapter, wepreent the clear motivation of this thesis along with the main
contributions. We alsprovide an introduction to RNS representation, properties, advantages,
drawbacks, and applications.
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1.1 Thesis Motivation

A general structure of a typical RNS processoshiown in Figure 1.1. The RNS represented
data is processed in parallel with no dependence or carry propagation between the processing
units. The process of encoding the input data into RNS representation is Eailedrd
Conversion and the process ofonverting back the output data from RNS to conventional

representation is calld@leverse Conversion

Processing Units

Modulo m;

Modulo m;

Forward Reverse Output Data
(Analog/Binary)

Input Data
(Analog/Binary)

Conversion ° Conversion

Modulo m,

Figure 1.1. General structure of an RN&sed processor

The conversion stages are very critical in the evaluation of tHerpance of the overall
RNS. Conversion circuitry can be very complex and may introduce latency that offsets the
speed gained by the RNS processors. For a full RNS based system, the interaction with
the analogworld requires conversion from dog to residue and vice versa. Usually, this is
done in two steps where conversion to binary is an intermediate stage. This makes the

conversion stage inefficient due to their increased latency and complexity. To build an RNS
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processor that can replace thigital processor in a certain application; we need to develop
conversion circuits that perform as efficient as the anadatjgital converter (ADC) and the
digital-to-analog converter (DAC) in the digital binabgased systems. The reverse conversion
process is based on the Chinese Remainder Theorem (CRT) or-Rladid Conversion
(MRC) techiques Investigating new conversion schemes can lead to overcoming some
obstacles in the RNS implementation of different applications. Thus, an doakgjdue (A/R
converter and a residde-analog (R/A) converter are sought to eliminate the intermediate

binary stage.

1.2 Main Contributions of This Work

The main contributions of this work are summarized as follows:

1. Two architectures for direct analdg-residue conueion are proposed. The first proposed
architecture is based on the tstage flash conversion principle, while the second
architecture is based on the successive approximation principle. The two architectures
obviate the need of an intermediate binargstand expedite the conversion process.

2. One architecture for direct residteanalog conversion is proposed. The proposed
architecture is based on the CRhe need foraintermediate binary stage is eliminated

Overall, the proposed architectures fiiie the implementation of RNS based processors by
reducing the latency and complexity introduced by the binary stage. This makes it more possible

and more practical to build effective RNS based processors.

1.3 RNS Representation
An RNS is defined by a sef eelatively prime integers called tieoduli The moduliset is
denoted agd ,& , & ,} whered isthe’Q modulus Each integeto can be represented
as a set of smaller integers called tesidues The residueset is denoted a8 , i , é}
wherei is the'Q residue. The réduei is defined as the least positive remainder wien
divided by the modulué . Thisrelationcan be notationally written based on the congruence:
wa € G i (1.1)
The same congruence can be written in an alternative notation as:

s i (1.2)
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The two notations will be usedterchangeablyhroughout this thesis

The R\S is capable of uniquely representing all integethat lie in itsdynamic rangeThe
dynamic range is determined by the modt{at ,& , & ,} and denoted d$ where:

0 b & (1.3)

The RNS provides unique representation for all integers in the range betweet 0 gndf
the integerv is greater thad  p, the RNS representation repeats itself. Therefore, more than
one integer might have the samedas representation.

It is important to emphasize that the moduli have to be relatively prime to be able to exploit
the full dynamic range) .

To illustrate the preceding principles, we present a numerical example.

Example 1.1.
Consider two different @due number systems defined by the two meskets{ ¢, o, v} and

{¢, g, t}. The representation of the numbers in residue format is shown in Table 1.1. for the

two systems.

Table 1.1RNS representation for two different modséts

I P T I

2 1 3|5 2 3| 4
Oo|0|O0O]O0]O0]0] O
1 1 1 1 1 1 1
2 0 2 | 2 0| 2| 2
3 10| 3 1 0| 3
4 0 1| 4 0 1|0
5 1 210 1 2 |1
6 0| 0|1 O] 0| 2
I 1 1| 2 1 1] 3
8|/ 0|2|3]0|2]0
9 1 0| 4 1 0 1
10| O 110 0 1] 2
11 1 2 1 1 2 3
12, 0 | 0| 2| 0| 0|0
13| 1 1| 3 1 1)1
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141 0 214022
15/ 1] 0] 0] 103
16 0 |1 |10 |1 0
1711 |22 ]1 ]2 1
18] 0 ] 0O 3]0 ]0 2
19/ 1 14113
2000 2] 0] 0] 2|0
21| 1|0 1)1 ]0]1
221 0|1 ]2, 0|12
23| 1|23 |1 |23
241 0| 0] 4] 0]0]0
251|101 |11
26 0 | 2] 1,0 |22
27| 1102|103
28| 0|1 ]3]0 |10
21124121
30 0] 0J 0] 0O0]0] 2

In the first RNS, the moduli in the modidet{¢, o, v} are relatively prime. The RNS
representation is unique for all numbers in the range from 0 to 29. Beyond that range, the RNS
representation repeats itself. For example, the RNS representation of 8@asnth as that of 0.

In the second RNS, thmoduli in the modulset{¢, o, 1} are not relatively prime, since 2 and
4 have a common divisor of 2. We notice that the RNS representation repeats itself at 12
preventing the dynamic range from being fully edad. Therefore, choosing relatively prime
moduli for the RNS is necessary to ensure unique representation within the dynamic range.

In the preceding discussion on RNS, we assumed dealing with unsigned numbers. However,
some applications require repreieg negative numbers. To achieve that, we can partition the
fullrange ) p into two approximately equal halves: the upper half represents the positive
numbers, and the lower half represents the negative numbers. The numthers can be

representedsing the new convention have to satisfy the following relations [4]:
— @ — if 0 isodd (1.4)

— ® — p ifd iseven (1.5)
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If o {i,i, € } represents a positive number in the appropriate rangezihaan be
represented &8 ,i, €} wherei isthea 6 s ¢ o mp lie ned rsdtisfiesfthe relation
i i a¢gaQ Tt In our discussion, we will assume that the numbers are unsigned unless

otherwise it is mentioned.

Example 1.2.
Consider an RNS with the modidet{ o, t, v}. The number 18 is represented{@s ¢, o}

while the numbefl18 is representedsdr, ¢, ¢}.
The justification for that is as follows:
m mMdéQ@ m
C CAaE@ T

O CAeQ ™

Therefore, the positive numbers are represented in the upper half of the dynamic range and
the conversion to residue representation is straightforwahile the negative numbers are
represented in the lower half of the dynamic range and the conversion to residue representation
is interpreted as the conversion of the compliments of the residues with respect to the

corresponding moduli.

1.4 MathematicaFundamentals

In this section, we introduce the fundamentals of the RNS representation. The congruences
are explained in details with their properties. These properties form a solid background to
understand the process of conversion between the convengigsiam and the RNS. More
advanced results and mathematical relations can be found in the subsequent chapters. Basic
algebra related to RNS is introduced here. This includes finding the additive and the
multiplicative inverses, and some properties of dwisand scaling which are not easy

operations in RNS.

14.1 Basic Definitions and Congruences

Residue of a number
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The basic relationship between numbers in conventional representation and RNS

representation is the following congruence:
wa € G i (12.6)
where & is themodulus and i is theresidue The residue is defined as the least positive

remainder when the numbeéis divided by the modulust .

Example 1.3.
For®d uvyxa T, and @ v, we find the residues and i with respect to the
moduli & and & , respectively as follows:
LY E® piQOR T p1 p

LY EQ ¢ i MEOR LV pp ¢

Definition of the basgalues
With respect tanodulus & , any numbeid can be represented as a combination base

value 6 and aresiduel :
® O 1 1.7)
HEQ 6 0 a (1.8)

whereQis an integer that satisfi&juations (1.7) and (1.8).
The definition of the base value will be exploitedGhapter 4 where thesalues will be

generated to diregticonvert from analog to RNS represeiutat

1.4.2 Basic Algebraic Operations

Addition (or subtraction)
We can add (or subtract) different numbers in the RNS representation by individually adding

(or subtracting) the residues with respect to the corresponding moduli.
Consider the moduket™ & ,a , @, , and the number® and® are given in RNS

representation:
® w,wo, &, and ® w,0, &,

Then,
w O © a,a, @, (1.9)

where & W W aéwm
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This property can be applied to subtraction as well, where subtractiain fobm @ is
considered as the addition af

The modulo operativis distributive over addition (and subtraction):
SATIA T SO A (1.10)
Multiplication

In a similar way to addition, multiplication in RNS can be carried out by multiplying the

individual residues with respect to the corresponding mo@ualnsider the modukety &

& , @&, ,andthe numberdand®are given in RNS representation:
®w oo, &, and ® 0,0, &,
Then,
® O O a,a, &, (1.11)

where & W 0 aEd
The modulo operation is distributive over multiplication:

W B WS LB S (1.12)

Additive Inverse

The relation between the residueand its additive inverse is defined by the congruence:

I 1 ag@ (1.13)
The additive inverse can be obtained using the following operation:
i a 1 a¢aQ (1.14)

Subtraction is onepglication of this property, where subtraction is regarded as the addition
of the additive inverse
Example 4.
Given the modutset{¢, g, v , the dynamic range is ¢ TiThe RNS can uniquely represent
all numbers in the rangetk, w Let® ¢ Yi 1 p,0 and® ¢ tf T T .Tofind &
, we need first to obtai®, and then findo . First,

~ o~

® ¢ maéQho maéa@av T dé¢Q rindp



21

Then, & & & & T[GEQh'p’T[GSQh ript  which is the RNS
o pas @

representation cf.

Multiplicative Inverse
The multiplicative inverse of the residue is defined by the congruence:
[ aéaQ p (1.15)

wherel  exists only ifi and & are relatively prime.

Example 1.
For the modulusx v, we find the multiplicative inverse of the residue o by

applying Equation (1.15):
o i aeQ p
We notice that the modulo multiplicatiah 3 and 2 with respect to 5 results in 1.

Thus, i C

As illustrated in Example 1.5., there is no general method of obtaining the multiplicative
inverse. The multiplicative inverse is usually obtained by kiartee search. Only whea is
prime we can utilize Fermatds Theorem which c
inverse. This topic is out of the scope of this thesis. Reference [4] provides more details about

the theorem and its application in RNS.

Example 16.
This example sbws that the multiplicative inverse exists onlyiifand & are relatively

prime. In Table 1.2., the multiplicative inverse is obtained, if exists, with respect tioe
modulusa . In the first columng X is always primewith respectto any integer. In the
second columny  Wis not primewith respectto 2, 4, and 6. We notice that 2, 4, and 6 have

no multiplicative inverse with respect to modulus 8.
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Table 1.2 Multiplicative inverses with respect to two different moduli

Ul U

>

> >
1 1 1
2 4 -
3 5 3
4 2 -
5 3 5
6 6 -
7 7

Division

Division is one of the main obstacles that discourage the use of RNS. In RNS representation,
division is not a simple operation. The analogy between division in conventional representation
and RNS representation does not hold.

In conventonal representation, we represent division as follows:

- N (1.16)
which can be rewritten as:
W n w (2.17)
wheren is the quotient.
In RNS, the analogous congruence is:
W N wieaQ (1.18)

Multiplying both sides by the multiplicative ievse ofwy we can write:
n o w adé&a (2.19)
In Equation (1.19)5 is equivalent to the quotient obtained from Equation (1.16) ibrit
has an integer value. Otherwise, multiplying by the multiplicative inverse in RNS representation

will not be equivalent to division in conventional representation.
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Example 17.
Consider an RNS witlit  x, we want to compute the following quotien

a)-  b)-

a) In the first case:

L
C
¢ @aeQ
n ¢ ¢ aeQ
n ¢ TaeQ
n o
which is equivalent to division in conventional representation.
a) In the second case:
We know that the quotient in conventional represemats 1, and the result of the
division is a norinteger value.
T n
I Qo€
n @ 1T a€Q
N ¢ CaéQ
N v

We notice in part (b) of Example 1.7. that division in RNS is not equivalent to that in
conventional representation when tipgtient is a nointeger value. Due to this fact, division
in RNS is usually done by converting the residues to conventional representation, performing
the division, and then converting back to RNS representation. Tedious and complex conversion

steps reglt in undesired overhead. This is one of the main drawbacks of RNS representation.

1.5 Conversion between Conventional Representation and RNS Representation

To utilize the properties ahhe RNS and carry out the processing in the residue domain, we

needto be able to convert smoothly between the conventional (binary or analog) representation
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and the RNS representation. The process of conversion from conventional representation to
RNS representation is callégrward ConversionConceptually, this processmn be done by
dividing the given conventional number iyl the moduli and finding the remainders of the
divisions. This is the most direct way that can be applied to any general rseduliowever,

we show inChapte 2 that for some special modigetsthis process can be further simplified.

The simplification arises from the fact that division by a number, that is a power of two, is
equivalent to shifting the digits to the right. This property can be utilized to expedite and
simplify the forward convesion. The process of conversion from RNS representation to
conventional representation is callB&verse Conversiormhe reverse conversion process is
more difficult and introduces more overhead in terms of speed and complexity. The algorithms
of reverse onversion are based on Chineseniinder Theorem (CRT) or MixeRladix
Conversion (MRC). The use ahe CRT allows parallelism in the conversigorocess
implementation The MRC is an inherently sequential approach. In general, the realization of a
VLSI implementation of a reverse converter is complex and costly. More details about CRT and

MRC aregivenin Chapter 2.

1.6 Advantages of RNS Representation

Implementing an algorithm using parallel distributed arithmetic with no dependence between
the arithmetidlocks simplifies the overall design and reduces the complexity of the individual
building blocks.The advantages of RNS representation can be summarized as follows [4,5,6]:
High SpeedThe absence of carry propagation between the arithmetic blockssrasiigh
speed processing. In conventional digital processors, the critical path is associated with the
propagation of the carry signal to the last bit (MSB) of the arithmetic unit. Using RNS
representation, large words are encoded into small words, whglits in critical path
minimization.

Reduced PowerlUsing small arithmetic units imealizing the RNS processaeduces the
switching activities in each channél]. This results in reduction in the dynamic power, since
the dynamic power is directly gortional to switching activities.

Reduced ComplexityBecause the RNS representation encodes large numbers into small
residues, the complexity of the arithmetic units in each modulo channel is reduced. This
facilitates and simplifies the overall design.
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Error Detection and CorrectionThe RNS is a noipositional system with no dependence
between its channels. Thus, an error in one channel does not propagate to other channels.
Therefore, isolation of the faulty residues allows fault tolerance and faalgater detection

and correction. In fact, the RNS has some embedded error detection and correction features
described in [8].

1.7 Drawbacks of RNS Representation

We mentioned that RNS architectures result in great advantages, especially in termd of spee
and power. This makes it very suitable to implement RNS in different applicationgver, in
spite of their great advantages, RNS processors did not find wgielebut remained as an
interesting theoretical topicThere are two main reasons behind tingitéd use of RNS in
applications:

First, although the RNS representation simplifies and expedites addition and multiplication
compared to the conventional binary system, other operations such as divisionsreguare
sign detection, and comparison ar#iclilt and costly operations in the residue domain. Thus,
building an RNS based ALU that is capable of performing the basic arithmetic is not an easy
job.

Second, onversion circuitrycan be complex and can introduce latency that offsets the speed
gainedby the RNS processor. Hence, the design of efficient conversion circuits is considered
the bottleneck of a successful RNS.

Nevertheless, RNSarchitecture are considered an interestirtgeoretical topic for
researchex. Some applications that asemputatbnally intensive and require mainly recursive
addition and multiplication operations, such as FFT, FIR filters, and pkesyicryptography
are appealing to be implemented using RNS. Therefore, investigating new conversion schemes
can lead to overcoming s®@ obstacles in the RNS implementation of different applications by

reducing the overhead tife conversion stages.
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1.8 Applications

As discussed in the last section, RNS is suitable for applications in which addition and
multiplication are the predomant arithmetic operations. Due to its cafige property, RNS
has good potential in applications where speed and/or power consumption is very critical. In
addition, the isolation between the modulo channels facilitates error detection and correction.
Examples of these applications are digital signal processing (@fR)dital image processing
[10], RSA algorithms 11], communication receiverd §], and fault tolerance [8,13ln most of
these applications, intensive multipgpdaccumulate (MAC) opetimns are required.

One possible application of RNS in DSP is the design of digital filters. Digital filters have
different uses such as interpolation, decimation, equalization, noise reduction, and band splitting
[4]. There are two basic types of digiféérs: Finite Impulse Response (FIR) filters and Infinite
Impulse Response (IIR) filters. Carrying out the required multiplication and addition operations
in the residue domain results in speeding up the system and reducing the power consumption
[14,15]. Another possible application of RNS in DSP is the Discrete Fourier Transform (DFT)
which is a very common transform in various engineering applications. Again, the main
operations involved here are addition and multiplication. Using RNS in implementifig DF
algorithms results in faster operations due to the parallelism in the processing. In addition, the
carry-free property of the RNS makes it potentially very useful in fault tolerant applications.
Nowadays, the integrated circuits are very dense, antkiihg will no longer be possible. The
RNS has no weight information. Therefore, any error in one of the residues does not affect the
other modulo channels. Moreover, since ordering is not important in RNS representation, the
faulty residues can be disdad and corrected separately. In summary, RNS seems to be good

for many applications that are important in modern computing algorithms.
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Chapter2

Conversion between
Binary and RNS Representations

In this chapter, we discuss tkhenversion between binary and RNS representationfeTo
able to procesthe data in RNB, the data has to be first convertedRNS representation. The
process of convertinghe data from conventional representation (analog or binary) to RNS
representatiors calledForward ConversionMeanwhile, we shall assume that the initial inputs
are available in binary representation. We need to utilize efficient algorithms and schemes for
the forwardconversionprocess. The forward converter has to be efficienerms of area,
speed, and power. After the data is processed through the modulo processing units of the RNS,
they have to be converted back itih@ conventional representation. The process of converting
thedata from RNS representation to conventionalesgntation is calleReverse Conversion
We presat the basic theoretical foundations for thetimes of reverse residde-binary (R/B)
conversion In addition, we present some architectures for the implementation of these
methods. The overhead of theverseconversion circuitry is the main impediment to build an
efficient RNS processor. Particularly, the design of the reverse converter is more important and
constitutes the bottleneck of any successful RNS. Theradessesloping efficient algorithms
and achitectures for reverse conversion is a great challenge &agr¢ceived a considerable
deal of interest among researchers in the past few dedadess chapter, we focus on the
methods of reverse conversion where the output is in binary representddwever, direct
conversion from RNS to analog representation is also based on the same methods. More details

about direct residutn-analog conversion are provided in Chapter 4.
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2.1 Forward Conversion from Binary to RNS Representation

The forward cowmersion stage is of paramount importance as it is considered as an overhead
in the overall RNS. Choosing the most appropriate scheme depends heavily on the used moduli
set. Forward converters are usually classified based on the used moduli into twaesatéger
first category includes forward converters based on arbitrary meelisi These converters are
usually built using lookup tables. The second category includes forward converters based on
special modutsets. The use of special modséits simphies theforward conversion algorithms
and architectures The special moduket converters are usually realized using pure
combinational logic.

We present here some of the available architectures for forward conversion from binary to
RNS representatiorirst, we present forward converters based on arbitrary medtdiThen
we present forward conversion based on the special msetuf phg it p . We show
how the complexity of the overall design is minimized which reduces the overiteaduce
by the forward converteFinally, we provide some architectures for implementing the modulo

additionthat areused in the realization of all forward converters.

2.1.1 Arbitrary ModuliSet Forward Converters

We present here some architectures forward conversion from binary to RNS
representation using any arbitrary moekdt. We mentioned earlier that using special meduli
sets, such asg phe It p , makes the forward conversion process fast and simple. In
general, forward converters based on special madtt are the most efficient available
converters. However, some applications require a very large dynamic range whoh loan
achieved efficiently using the special moesgits. For example, most of the employed meduli
sets consist of three or four moduli. When the required dynaamgeis very large, these
moduli haveto be large, which results in lower performance @& #rithmetic units in each
modulo channel. In that case, the best solution is to use many small moduli (five or more) to
represent the large dynamic range efficiently. The research on representing large dynamic
ranges has two main approaches. The firstraguh is to develop efficient algorithms and
schems for arbitrary modutsetforward converters. The second approach is to develop new
special moduksets witha large number of moduli to represent the large dynamic range

efficiently. In this approach, special fivemoduliset ¢ pht it plt phe P
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with its conversion circuits was proposed in [16]. The proposed mseuhas a dynamic range
that can representbe¢ p bits while keeping the moduli small enough and the conwerter
efficient. Neverthelesst is important and useful to keep the research open for both approaches.
Therefore, developing efficient schemes for forward conversion from binarRN&
representationsing arbitrary modulsets is also of great importance.

The implementation of artsary modulisetforward conversion algorithms is either based
on lookup tables (typically ROMs), pure combinational logic, or a combination of both.
Implementation of these converters using combinational logic is tedious and requires complex
processing nits. The all ROM irplementation is preferred in thtmse. However, foa large
dynamic range, the ROM size grows dramatically and makes the overall conversion process
inefficient. A tradeoff between the two implementations can be utilized using a catntmnof
ROM and combinational logic [17].

In this section, we provide some basic architectures for arbitrary rreetulorward
converters. We aim at presenting the basic principle of each architecture. More advanced
algorithms and ahitectures are avable in [4. As the lookup table implementation is
preferred in the case tiearbitrary moduliset we shall focus on this implementation approach
and show different techniques to realize it.

The main idea in the loelp table implementation of forwabnverters is to store all the
residues and recall them based on the value of the binary input [18]. The binary input acts as an
address decoder input that points at the appropriate value in theddakle.

To find the residue of a binary numhbmwith respect to a certain modulés we utilize the
mathematical property of Equation (1.10) to obtain the residues of all required powers of two
with respect to modulus . To illustrate that, assume thais a binary number:

O 0 ® 8ww B  wcg (2.1)

The residue ofois represented as:

WS B ¢ (2.2)

Using Equation (1.0), we can write:
W B g (2.3)

wherew is either 0 or 1.
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Serial Conversion
A direct implementation of Equation (2.3) is to store all the valges in a lookup table.
The values are activated or deactivated (set to 0) based on wheihéror 1, respectively. A

moduloa adder with an accumulator is required to obtain the modulo addition of all activated

values in the table. A direahplementation of Equation (2.3) is shown in Figure 2.1.

j
Counter took-up | [Zlm | Modulo M Accumulator [X]m
0C n-1 Table 9 Adder Register
=)
=
00—
%

Figure 2.1. Serial forward converter

Initially the accumulator is set to zero. The conversion process reguiohsck cycles,

whereg is the number of bits whekiis represented in binary. The value of eachdbiteither 0
or 1) instructs the multiplexer to accumulate the vafue or a zero. The counter counts from

Oto¢ pto address the loeldp table. The lookip table is typically implemented asROM of
size¢ 1 T &) bits. The overall design is simple and only few components are required for
the implementation. However, the algorithm is completely sequential. This maites and
inefficient for large dynamic range applications. Somedifications can be applied on the
structure to improve its efficiency. As shown i],[ processing the two valueso¢ and

W C in each cycle doubles the conversion speed. The modified structure is shown in

Figure 2.2 Pipelining is also possible in these architectures to increase the throughput.

Look-up |2j|m
Table
D—1

o Modulo M Modulo M Accumulator
[2]m

Adder Adder Register
mi
o]
Xj 1 Xj

Figure 2.2. Modified structure for serial forward converter

Counter
oC n-1

[X]m

Look-up
Table

X ﬁﬁux
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Parallel Conversion
Another architecture for forward conversion from binaryRNS represntationcan be

obtained by manipulating Equation (2.3). Suppise partitiored into'Qblocks, each ofj-bits
[19]. Let @ be partitioned intothe blocks 6 8 6 6 , then:
® B ¢ 6 (2.4)

WS B ¢ 0 B ¢ o (2.5)
Example 2.1.
Consider® ¢ 1 vapda p wWe want to findgds by partitioning® into four 3bit

blocks.
First,@is a 12bit number that has the binary repentation: 100110011000.

The four blocks are: 100, 110, 011, and 000. By applying Equation (2.5):
LT X MW L & L ¢ L 1388
St v T pg
v

Equation (2.5) can be directly implemented by storing the valgesd in ‘Qlook-up
tables, whereQis the number of partitioning blocks. The valueshofare used to address the

values ¢ 6 in the lookup table(LUT). These values are then added using a ropkrand

modulo adder. Aypical implementation of Equation (2.5) is shown in Figure 2.3.

X
Bo LUT
B1 LUT
Multi
Operand [X|m
Modulo m
Adder
Bi1 LUT

Figure 2.3. Parallel forward converter
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Each lookup table (LUT) is a ROM cell that has a size(ipf 1 | ) bits, wheren is the
number of bits in each bi&, and & is the modulus. Compared to serial forward converters, the
parallel forward converters are faster and more adequate for high speed applications. However,
the parallel converters requii@look-up tables ané modulo adder that add@operandswith
respect to modulus .

In order to reduce the size of each lagktable and therefore enhance the performance of
the overall converter, a technique calfgetiodic partitioningis utilized R0]. We know from

Equation (2.3) that obtainingvs requires storing all the residues . Careful investigation

of the residues of with respect to modulu§ shows that these residues repeat themselves in
a periodaless thard  p for some moduliWe refer tax -1 as thebasic period andto aas the
short period[4]. The periodicity of the residueg s with respect to different moduli is shown

in Table 2.1.
Table 2.1. Periodicity ofg s for different moduli

a L S a p | a | Saving (%)
3 1,2,1,2,1 2 2 0%
5 1,2,4,3,1 4 4 0%
6 1, 2, , 1, 2 5 3 40 %
7 1, 2, , 1, 2 6 3 50 %
9 1,2,4,8, 7, 8 6 25%
10 1,2,4, 8, 6, 9 5 44.4 %
111, 2,4,8,5,10 10 10 0%
12 1,2,4,8, 2, 11 4 63.3 %
13 1,2,4,8, 3,¢ 12 12 0%
14 12 4,8, 2, 4 13 69.2 %
15 1,2,4,8,1, 14 71.4 %
17 1,2,4,8, 16, 16 8 50 %
1811, 2,4,8, 16, 17 7 58.9 %
191, 2,4,8, 16, 14 18 18 0%
21 1,2,4,8, 16, 20 6 70 %
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Table 2.1. shows the great saving whendesign lookup tables for some values @f. For
example, forac  p v we need to storenly 4 values. Thee values can be used for higher
indices because of the periodicity of the residues. This results in sakif§).4 % in the

memory size.

2.1.2 Speal Moduli-Set Forward Converters

Choosing a special modtset is the preferred choice to facilitate and expedite the
conversion stages. The special modli forward converters are the most efficient available
converters in terms of speed, area, andgroWwsually, the special modtgets are refeed to as
low-cost modulisets In this section, we will focus on the special moegt ¢ phe I
p as itis the most commonly used moekgi.

In contrast to arbitrary modusiet forward convertershe special modukset converters are
usually implemented using pure combinational logiz.compute the residue of a numlefin

binary representation) with respect to moduluswe utilize the same principle &quation

(2.3), i.e. evaluate the values . The only difference here is that is restricted tog ,

¢ p,andg p. We shall derive simple formas that facilitate the algorithm used to obtain
the residuesWe show how the residues with respect to the special moduli can be obtained with
reduced complexity algorithms and architectures.

Modulusg

Obtaining the residue @b with respect to modus ¢ is the easiest operation. To understand
that, recall that the basic principle in residue computation is division. When the divisor is a
power of two € ), the division is further simplified t&-bit right shifting. Thus, the residue of

@ with respect ta is simply the firs€ least significant bits of the binary representatiodof

Example 2.2.
Let® ¢ T wwhich has thel2-bit binary representation: 100110011000. We want to find

the residue ofo with respect to modulus ¢ [01073]

The residue is simply the first four least significant biteof

SOS pmmm Y
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Modulusc p
The computation of the residue with respect to modglus p is also easy to implement.
The only extra overhead is the need for adding arasmehd carry in some cases. Many
architectures are available to compute the residue with respect t@ [4,5].
In order to understand the operation of evaluatibgy , we notice that:
L s S¢C P PS8 X s SO gt ps 1 (26)
where¢ p
The same concept can be appliegto s wherer is an integer:
S QS b & s p (2.7)
Thus, fora &, the residue of with respectta@ ~ p can be determined as follows:
L 3 X S X S XS ¢ S (2.8)

wherel is the remainder from the division @fby ¢ 8

Example 2.3.
Conside ¢ ,andd ¢ p. We want to find the residue afwith respect tax 8

Here:t 1,04 ®@n ¢ andi p.
X S X S XS 8 C

Modulus¢ p
In a similar procedure to modulus p, we obtain the residue db with respect to
modulus¢  p as follows:
First, we notice that:
SIS S¢ P pS X P PSS P (29)
Equation (2.9) can be extended for &€ anda 1 € 1, wherer] is an integer, and is

the remainder from the division af by ¢:

C D)QQL Q¢
S S X S LS 8 ¢ p c DIQE QQ (2.10)
The need for adding  p whererj is odd comes from the fact th@t S p for odd

values off]. Therefore, to make the residue positive, we need ta@ addp.
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Example 4.
Consided ¢ ,andd ¢ p. We want to find the residue afwith respect tax 8

Here:¢ 1,84 wn ¢(even),and p.

SN X 3 L3 3 C

Example 5.
Let® ¢ ,andd ¢ p. We want to find the residue afwith respect tax 8

Here:t 1,0 p o o(odd),and p.
X S X S XS ¢ ¢ P ¢ pv

The Special ModulBet ¢ phc e p

By making useof the mathematical principles explained above, a general algorithm is
presented to convedb (in binary representation) into RNS representatioth respect tahe
special modulset ¢ phc i p [4,21,22]. We first partitioy into 3 bbcks, each o

bits:6 , 6 , andd , where these blocks can be represented as follows:

6 B WG (2.11)
6 B  &cC (2.12)
6 B ¢ (2.13)
Thus,
® 0 ¢ 6¢ © (2.14)

The residue i is simply the firste least significant bits, and can be obtained by right
shifting @ by € -bits.
The residuei is obtained as follows:
[ 48 ¢ 6¢ 068
ScO QU cs Hs s (2.15)
We notice that:
D¢ s D s L s s (2.16)

SONQIS SIS s s (2.17)
6 AT & are&-bit numbers. Thereforé AT @& are always less than  p. The values
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S are obtained as follows:

SO K P P X P PS8 P p p (218
The valuexx s is obtained as follows:
S $C P PS8 X ps PSS gt ps 1(2.19)
Thus,
i © 6 0s (2.20)
In a similar way, the residug is obtainedas follows:
[ 05 ¢ 0¢ 08

¢ S s s s (2.21)
We ndice that:

D¢ s D S € s s (2.22)
dcs SO s s (2.23)

Thevaluesxs are obtained as follows:
SIS K P e S PP P (224

The valuexy S is obtained as follows:
SO SC P pS X ps PSS gt ps 1(2.25)
Thus,
i L o6 oS (2.26)

Example 2.6.
Consider the modubet p bp ¢p x, ad® ¢ T UL @P T TP p TU T . PVE Want to find

the residues ,1 , andi 8

First, we need to obtain the bloaks, 6 , andd as follows:

0 PTITIP W
0 PTITIP W
0 PTITT Y

Then, we obtain the residues alidws:
i 0 prITTI Y
W w e PP
I W w s Y
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Therefore, theRNS representation ofd ¢ T uwjth respect to the modusiet p bp ¢p X
is p pUnyp .

A typical architecture for the implementation of a forward convertemnfbinary toRNS
representatiorfor the special moduset ¢ phg iy p is shown in Figure 2.4The

design of modulo adders is briefly described in the next section.

Bg 2

| Modulo 2"-1
Adder Modulo 2"-1

Adder fs

Modulo 2"+1
| Modulo 2n+1 Adder
Adder

Figure 2.4.¢ phg hx  p forward converter

2.13 Modulo Addition

In Sections 2.1 and 2.2, we presented some available architectures for the implementation of
forward converters from binary to RNS representation. All these architectures, whether they are
based on arbitrary moduli special moduli, require modulo addition in the conversion process.
The modulo adder is one of the basic arithmetic units in RNS operations and converters. The
performance of the modulo adder is very critical in the design of forward converters from
binary to RNS representation. In this section, we provide a brief introduction to the modulo
addition operation. We focus on the higlvel design of modulo adders. However, the design of
the underlying adder is very important in determining the overall perfarenaf the modulo
adder. The underlying adder is a conventional binary adder that can have different forms such
as ripplecarry adder (RCA), carrgave adder (CSA), cartgokahead adder (CLA), parallel
prefix adder, and so on. Different modulo adders dbage different conventional adder
topologies are explained in [4] for more advanced details. Here, we restrict ourselves to the

basic architectures.
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Modulo Adder for an Arbitrary Modulus
For the same word length, a modulo addelinsgeneral slower and éss efficient thara
conventional adder. The basic idea of modulo addition of any two numbarsd & with

respect to an arbitrary moduldsis based on the following relation:
w5005 e
wheremt QO @

A typical straightorward implematation of Equation (227) is shown in Figure 2.5. The
addition of® and @ is performed using a conventional adder. This results in an intermediate
value 'Y Another intermediate valu& & is computed using another conventional adder.
Subtractingd is performed easily by addingé s ¢ o mpl). ilnrbi@arytrepresentatior,
also represents the value &.If @ @ a&,then® @ &@ ¢, and the carrput
(Copisequalto 0. Il @ d&,then® ® @ @ ® & ¢ ,andsincead ©
G T, a carryout propagates in this case. The value gf i@structs the multiplexer (MUX) to

select the proper value betwegvand Y & .

S
e X IX+Y |
Adder - s
Y — Adder
m
COU'[

Figure 2.5. Modules adder

Modulo Adder for Special Moduli

The use of somapecial moduli instead drbitrary modulisimplifies the design fothe
modulo adder and makesnitore efficient. Here, we present the modulo addition operation for
the special moduli¢ , ¢ p, and¢ +1. We show some available architecturestie

literature for the special modutodulo adders.
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Modulo¢ Adder

Modulo¢ addition is the easiest modulo addition operation in the residue domain because it
does not require any extra overhead compared to the conventional addition. KloddHdition
of any two numbersv and &, each of¢ bits, is done by adding the two numbers using a
conventional adder. The result is@n p bit output, where the most significant bit is the carry
out. The residue is the firgt lowest significant bitsand the final carrput is neglected.
Therefore, modula; addition is the most efficient modulo addition operation in the residue

domain.

Example 2.7.
We want to compute the following modulo additions:

a) 0 Ta¢'Q

b) L @&£ QU

Sincey ¢ , the result is simply the least three significant bits of the conventional addition,
and the final carmput is neglected.
a) o T aé¢ Qp iscomputed as follows:
0O 1 1
1 0 0 +
m{l 1 1 =7
b) v @ a ¢ Qp is computed as follows:
1 0 1
1 1 0 +
plO 1 1 =3

Modulog p Adder

The modulog p adderis an important arithmetic unit in RNS because p is a
commonly used modulus in most specialbduli-sets e.g. ¢ phe I p. Some
architectures to implement tlte  p modulo addition are available in the literature. &jave
shall present the basic idkahind these algorithms and architectures.

To understand the operation of modglo p addition of any two number® and, where
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m O &, we need to distinguishebveen three different cases:
amnm O ® ¢ 1
b) ® w ¢ p
¢ p W ® ¢ q

In the first case, the result of the conventional addition is less than the upper linfitand
no carryout (G is generated at the most significant bit. lis tase, the modulo addition @f
andis equivalent to the conventional addition. In the second case, the result is epuallto
(i . e. al | 16s in binary representation). Ho
than¢ 1. In this case, the result should be zero. This case can be detected when all bits of the
resulting number are ones (i.e.@l & $§  are ones). Correction is done simply in this case
by adding a one and neglecting the caouy. In the third casehe result of the conventional
addition exceedg 1 and a carmput is generated at the most sigeadnt bit. This case is
easily detectedby the carryout. Correction is done by ignoring the caoyt (equivalent to

subtracting; ) and adding 1o produce the correct result.

Example 2.8.
We want to find the following modulg 1 addition operations. Let v, and so the
modulus is 31.
a) X pcae wp
b) puv peie wp
C) pLU PpUWE WP

Inpart (8))x p ¢ p w o ptherefore no correction aded, and the residue is obtained as
follows:

Ll o o

ol o

ol R .

=

=
+

|

Inpart (b);pv p @ o pthen:
0 1 1 1 1

1 0 0 0 0 +
ﬂll 11 1
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Sinced ®$ w pforallal@s, we need t o a duorethe final
carry-out to obtain the desired value.
1 1 1 1 1
O 0 00 1 +
pl0O 0O 0O O 0O =0

Inpart(c)puv pyY oo o pthen:

01 1 1 1
1 0 01 0 +
p/O O O O 1 =33

A carry-out is generated which indicates that the result exceeds 31. Tot¢beaeesult, we
ignore the final carputand add 1 to the result
0O 0 0 0 1
0O 000 1 +
m|{0O 0 0 1 0 =2

A possible implementation of moduto  p adderusingripple-carry adder (RCA) principle
is shown in Figure 2.6. Correction is done by feedingtd time carryin (Cy,) of the first fulk
adder (FA) if one of the following two cases is detected:

a0 wsw pforallal@s

b) Cou=l

< FA FA |- FA L

Pnj I:)n—2 P0

Sn—l Sn—2 SO

Figure 2.6. Modula;  p adder
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In practice, the architecture in Figure 2.6. suffers from race condition because of the
feedback. To avoid that, the operation can be done in two oybleethe intermediate output

is latdhed in the first cycle.

Modulo¢ p Adder

The modulog  p adder is the bottleneck of the design of a forward converter from binary
to RNS representation for the special modeli ¢ phc iz p . Its importance arises
from the fact hat designing an efficient modutp  p adder is more difficult than that of the
other two moduli. This is due to difficulties in detecting when the result is eqqal top and
when it exceeds  p.

In a similar way to that used in modwjo p addition, three cases have to be distinguished
[4]. First, we defingbas follows:

O O ®w ¢ p) (2.28)

Then, we define the three cases as follows:

a ® O ¢ pEB T

b) ® & ¢ "&BO P

) O ¢ pREQ & ¢ EBY TMOOd p

In the first case,® W& & '@ p is simply equal t@y In the second case
W& &€ '@ p isobtained fromoby setting the most significant bit @bto 1 and ading 1 to
the result. In the third case€)is negative, and® ®a ¢ '@ p is obtained fromo by

setting the most significant bit to 0 and adding 1 to the result. In summary:

SONNAS ¢ W ps Do p (2.29)
W ps D¢ BRI 0 Qi Q

Example 2.9.
We want to compute the following moduto  p addition operations. Leét 1 and so the

modulus isg P P X
a) X pPTaé P
b) pmt @daé Px
C) X TaePx
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Inpart (@) X pPT PpX T T then X PTAEPYX T
Inpart(b):d pm e px p PPPPP
We set the most significant bit to 1, and add 1 to the result:

11 1 1 1

0O 0 00 1 +

p|0O 0O O 0 0 =0

Inpart(c)dd X T p@® ¢ ppmnphd MOEQ p
We set the most significant bit to 1 p 11 p,And add 1 to the result:

01 0 1 O
0O 0 0 0 1 +
mO 1 0 1 1 =11

A possible architecture for implementing a modglo p adder is proposkin [4]. The
architecture is shown in Figure 2.7. A casgve adder (CSA) reduces the three inpuyts),
and ¢ p totwo: partial sum " and partial carryd). The two valueSYando are then
processed using a paralfglefix adde. Case (b) is detectedd 00 8 0  p. Then, the
correction is done by adding as an endwround carry and settinty 0 . Case (c) is
detected ifd  and therefor® is 0. The correction is done this case by adding the inverse

of the endaround carryd and settingY to zero.

CSA
Gha Lna Gy La Go Lo
| — o © o R |
Gn-l Pn-l Gl Pl GO PO
Cn
Prefix Tree

On
Sh Snh1 S So

Figure 2.7 Modulo¢g  p adder



44

2.2 Reverse Conversion from RNS to Binary Representation

Reverse conversion algorithms in therhtieire are all based on either Chinese Remainder
Theorem (CRT) or MixedRadix Conversion (MRC). The MRC is an inherently sequential
approach. On the other haride CRT can be implemented in parallel. The main drawback of
the CRT based R/Beverse converteis the need of a large modulo adder in the last stage. All

theconverters proposed in the literature have this problém.reverse conversion is one of the

most difficult RNS operations and has been a major, if not the major, limiting factor to a wider

use of RNS 4]. In generaltherealization of a VLSI implementation of R/B converters is still
complex and costlyHere, we derive the mathematical foundations of the CRT and the MRC,

and then we present possible implementations of these methods serewrversion.

2.2.1 Chinese Remainder Theorem

The statement of the Chinese Remainder Theorem (CRT) is as follows [4]:

Given a set of paiwise relatively prime moduli @ hd BB ha  and a residue
representationi i B i in that system of some numb&ri.e.i s , that number and

its residues are related by the equation:
WS B 10 0 (2.30)

where0 is the product of thé 6 s, 0 a nDd&a . If the values involved are constrained so
that the final value ofv is within the dynamic range, then the modular réidacon the left
hand side can be omitted.
To understand the formulation of Equation (2.30), we rewias:
i 1 hMBhH
T ihBh Mt 8 nidBh
T ®© 8 @
Hence, the reverse conversion process requires findihgg . The oper ati on
@ is a reverse conversion process by itself. However, it is much easier than olifaining
Consider now that we want to obtainfrom T8 A 8 fri . Since the residues 6f are
zeros except foi . This dictates thad is a multiple ofda where’Q "QTherefore, & can be
expressed as:
OT i1 mmBpBImTi O

(0]
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where & is found such that® p. We recall from Equation (1.15) that the relation

between the number and its inverseé is as follows:

i i aé ‘G p
We defineb asO 7a ,whered B & . Then:
0 0 p
Sincealldhk , 6s are relatively prime, the inverse:
w 0 0
and
® 1® 10 0
(A (A I O 0

To ensure that the final value is within the dynamic range, modulo reduction has to be added

to both sides of the equation. The result isdign (2.30).

Example 4.1.
Consider the moduket oftflv . To find the conventional representation of the resihte

clofp with respect to the given modidet using the CRT, we first determitied s :

. 0
) i
a
o 1 U
(0)
CT
. 0
) ra
a
O T 0)
T
pu
. 0
) ra
a
o V)
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pC
and their inverses:
O 0 s p
xmo s p
0 q
Similarly:
O 0 s
Puvlb s p
0 o
and:
& 0 s
PcO s p
0 o
Using Equation (2.30):
) i 0 0

£ ¢MG 0 pPLUO p PG O3
PP

We notice fromEquation @.30 that implementing the CRT requires three main steps:
! Obtainingb 6s and t heibis.i nverses
1  Multiply-andAccumulate operations

i Modular reduction

Since there is no general method to obtain using Equation (1.15), the best way to

implement it is to save the constants 0 0 in a ROM. These constants are then

multiplied with the residued () and added using a modulo adder. This is a straightforward
implementation ofEquation 2.30. The resulting architecture has two main drawbacks when
the dynamic range is large: one, large or many multipliers are required to multiply the constants

@ by the residues; twa large modulod adder is required at thfnal stage. One possible
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remedy to obviate the delay and the cost of large or many multipliers is to replace them with
ROMs (lookup tables). All possible values bfv are stored in the RO# This solves one of

the drawbacks mentioned abot#wever, the need for a muttperand modul® adder at the

final stage is inevitable.

The modulob adder can beealizedusing ROMs 23], pure combinational logic, or a
combinationof both. When the dynamic range is large, the speed and the compliettiy o
multi-operand modula) adder becomes the bottleneck of the design of the R/B converter.
Most of the available CRT based R/Brnwerters have the general hilgivel block diagram
shown in Figure.8.

[r1 [IM172[m,M1|m
r ROM
, ROM r2 M2t |m:M2|m X
Modulo M | (in binary)
Adder
-1
I ] ROM |rn|Mn |mnMn|M

Figure2.8. CRT based/B corverter

2.2.2 MixedRadix Conversion
Given a set of paiwise relatively prime moduli @ hd BB hx  and a residue
representationi i BB A in that system of some numbéx i.e.i s , that numberd
can be uniquely represented in mixadlix form as [44]:
® GRMBR
where
& & 44 aada 888ad a 8a (2.31)

andimt a i.
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The MixedRadix Conversion (MRC) establishes an association between the unweighted,
nonpositional RNS and a weightegpsitional mixeeradix systemAll what is required to
perform the reverse conversion is to obtain the values

The first valueg is obtained by applying modulé reduction on both sides &quation
(2.31)

SO
The valued is obtained by rewritinggquation @.31) as follows:
W ¢ oaa 888aa a 8 a
and then pplying modulo& reduction on both sides:
W a8 WA s
Multiplying both sides by s yields:

& s @ a s @
but:
WL as SASTER o d as
Therefore,
« @ s 1o«

The valued is obtained in a similar way:
¢ saa s i aa q
In general:
o sa 8 & a S i i a 8aga a
We notice from theaboveequations that the MRC is an inherently sequential approach,

where obtainingdl requires generatingr first. This is the main drawbackf the MRC

approach. On the other hand, the CRT allows parallel computation of the partiabsims
which results in fastezonversion.

Example 2.
Consider the moduket oftfv . To find the conventional representatiohthe residueset
clofp with respect to the given modidet using MRC, we determine the required inverses:

First, we determingx s as follows:



49

s a P
SO o Y
¥ s 0O
Similarly, we determing & & S
sa a S & a p
saa s pc P
sa a S o

The valuesy , & , anda are obtained as follows:

a 1 G
¢ @ s 1«
L o0 ¢S
(0)
a saa S I aa a

Therefore, the numbébd has the mixedadix representation:

OT  clofr

To obtain®in conventional form, we apply Equation (2.31):
® a ga aqa a
¢ 0 o M T O
PP
Figure 2.9. shows one possible implementation of an MRC based R/B converter [4]. Two
types of ROMs are used in this realization. The sum addressable ROMs are used to generate t
product of the differences and the inverses [4]. The ordinary ROMs are used to generate the
products of the moduli and thed s . The summation i n Equation
carry-save adders (CSASs).
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I 4 I3 o 1
| | |
i vy vy vy
ROM ROM ROM ROM
Z
Y ¢ \ ¢ A ¢ Y ’
ROM ROM ROM ROM
Y ¢ \ ¢ \ %3
ROM ROM ROM “2m
/ ¢—V z stmzml / /
ROM ROM CSA
Zs Z,M3zMoMmy

\ 4 Y A \ 4
ROM CSA

ZsMyMzMoMmyq

A4 A4 A4

CSA
A4 A
CSA
X

Figure 2.9 MRC based R/B converter £5)



51

Chapter3

Conversion between
Analog and Binary Representations

In a typical signal processing system, the analog signal is transformed into digital data
represented in binary form. This is done by an @gptd-binary converter, or more often called
analogto-digital converter(ADC). The binary represented data is then processed by the DSP
core. The binary output data can be reconverted into analog form using atbiaanlog
converter, or more often call digital-to-analog converter(DAC). To perform the same
processing after replacing the DSP core in the system with an RNS based DSP core, we need
first to convert the analog signal into binary form using an ADC, and then convert the binary
data into RNSepresentation. In Chapter 4, we show various schemes that overcome this extra
overhead and directly convert the analog signal into RNS representation. However, all these
schemes adopt similar algorithms and schemes of the available ADCs. Therefoneerit is
useful to understand the ADC techniques and architectures. In addition, the DAC is a basic
element in the realization of direct reverse converters from RNS to analog representation as
shown in Chapter 4. Also, it is used in some ADC architecturegiéi introduction to the
available DAC architectures is presented.

Before proceeding t&DC architecturesit is useful to cover the essentials of sampling and
guantiation processesA brief introduction to samplasld (S/H) circuits and quantizers is
presented in the next two sect®nn the third section, we present some available architectures
for reallife quantizers (ADCs)In the fourth sectionsome available architectures for the

implementation of the DAC are presented.
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3.1 Sampling

Sampling s the process of obtainingluesfrom acontinuoustime signalat fixed intervals.
The concept of sampling is illustrated in &ig3.1. A sampleandhold (S/H) circuit is used to
sample the analog input signal and hold it for quantizatioa siybsequentircuit. The switch
shown turns on and off periodically in a very short time. Whenstlitch is on, the output
tracks the input, and when it turns off, the sampled input is stiorée output capacitorThe
switch can be implemented as a MOS transmisgate. Practical issues that arise in the

implementation of S/H circuits such as delay, glitches, and charge injection are out of the scope
of this thesis.

Clock Vin
JHL Vour i
< Vour
Vi @ C=—
Clock

Figure3.1. Periodic sampling process

The minimum sampling frequenc’Q is determined bythe NyquistShannon sampling
theorem R5]. The theorem states that the minimum sampling frequency required to perfectly
reconstruct a bandlimited signal from its sampleg®; , whereQj is the highest
frequency component in the spectrum of the bandlimited signal. If this condition is not satisfied,
some information will be lost due to aliasing. In practice, most of ADCs operate at 3 to 20 times
the input signal bandwidth to facilitate the realizatioranfialiasing and reconstruction fillers
[26]. These ADCs are usually referred to Mygquistrate ADCs The other category includes
ADCs that operate much faster than the Nygrast¢'Qn  (typically 20 to 512 times faster).
These ADCs are referred to asersampling ADCsIn our discussion, we will focus on

Nyquistrate ADCs since they can provide adequate speed for RNS applications compared to
oversampling converters.
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3.2 Quantization

Quantization is a nehnear process that transforms a continuous range of input samples into
a finite set of digital code words. Conteally, the process of anakig-digital conversion
comprises both sampling and quantization processesoneational ADC performs both
sampling and quantization. However, the terms quantizer AB€ are often used
interchangeably. A quantizer fislly described by & transfer function. The transfer function of
a typical quantizer is shown in Figure 3.2. Tiwgizontal axis includes the threshold levels with
which the sampled input is compared. The vertical axis includes the digital code representation

associated with each output state.

Quantized
Output

Kloon

| | 1 | Input

-3l

-] -4pr-

Full Scale (FS)

Figure 3.2Transfer function of a typical quntizer

The analog input voltage has to be within the allowed range of voltages. The allowed voltage
range is referred to as thdl scale("O)Y If the analog input exceeds the full scale, the quantizer
goes into saturation. The difference between the threshold levels is caligdptisiz€y) and it
determines the resolution of the quantizer. The step size of the converter is relaedutb t

scale {O)Yand the number of representing bi3 iy the equation:

y — (3.1)
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This meas that the output digital code changes each time the analog input changeBhey
guantizer is a nofinear system. A straight line that represents the relationship between the
input and the output in a linearstgm is replaced by a staircdd® transfer function. The
quantizer shown ifrigure 3.2 is classified as a midtckaniform quantizer. The quantizers can
be divided into two categories based on the locatiorieathresholdlevels uniformandnon
uniform (Figure 3.3). In uniform quantizers, the threshold levels are evenly distributed, while
the thresholds in neaniform quantizers are nomvenly distributed. Instead, they follow the
probability deasity function (PDF) of the input signal. In our discussion, we will restrict
ourselves to uniform quantizeiBased on the existence of an output zero levelgtiantizers
can bedivided into two categoriesnidtread and midrise (Figure 3.4).Midtread quantizers
include one zero output level. On the other hand, midrise quantizers do not include a zero
outputlevel. The transfer function ofdih midtrea and midrise quantizens odd synmetric
about the vertical axis.

Quantized Quantized
Output Output

Input

Input

(@) (b)
(a) (b)

Figure 3.3. Quantizer transfer function: (a) uniform (b)-noiform

All quantizers ceered so far are assumed to be ideal. However, real quantizers deviate from
the ideal transfer function because of the imperfections in the manufacturing process. These
imperfections cause the threshold levels to deviate from their correct locations. dorttext,

we need to definthecommonly used terms to describe sorhthe performance limitations:
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Quantized Quantized
Output Output
eI R
Kloo 2
5|
2
201
3l
2
o
[¢)
2
I I I I | | | Input 41 ejm 2&3 ;q) f f f f Input
9p 7o -5p -3p @ P 3p 5p 7@ 4P - - - - 2p 3p 4
2 2 2 2 2 2 2 2 2 %) @ SR
_q)”
-3
-2t 2
-5
-3k 2
-7l
1 -4ep- 2
(@) (b)

Figure 3.4. Quantizer transfer function: (a) midtread (b) midrise

Offset error
The error that causes all threshold levalsshift from their ideal positions by an equal

amount is called an offset error (Figure 3.5). The offset error is the deviation of the actual

analog voltaggthat idealy corresponds to the leval 18 1t g from-Y, or in units ofY:

Q 8 (3.2)

Yy

Quantized
Output

Klogn I

. . . Input

Nk
g
g
g

Figure 3.5. Effect of offset error on quantizer transfer function
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Gain error
The gain errorQ is the difference between the actual athe ideal quantizer transfer
functions at the full scalefterthe offset error is removedFigure 3.6). The gain error of an

bit ADC in units of ¥ is given by:

Q —— ¢ (3.3)

Quantized
Output

f f f Input

Figure 3.6 Effect of gain error on quantizer transfer function

Nontlinearity errors

Nontlinearity errors refer to the deviation of the actual transfer function frorstithight line
after the offset error and the gain error are removed. This is calledtégeal nonlinearity
(INL) error.

Another term that is used to characterize the-lmwarity of the quantizer is thalifferential
nonlinearity (DNL) error. In an ickal quantizer, the threshold levels are exactly one step size
(Y) apart. DNL is the deviation of the analog step size away from the ideal Yajustér the
offset error and the gain error are removed. Linearity error effect on the quantizer transfer

function is depicted in Figure 3.7.
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Quantized
Output

T T } } I = } } } InpUt
9p 7P -5 -3 % P 3p 5P 7P
2 2 2 2 2

b 2007
o 3l
! \/ ®
i Threshold

errors -4

Figure 3.7 Effect of linearity error on quantizer transfer function

Missing codes
Missing codes result when a valid output code never occurs because of excessive non

linearity erros. The ph@omenon is graphically illustrated in Figure 3.8. An ABQuaranteed

to be missing codeeif INL < -¥Y orDNL < V.

Quantized
Output
3pr T
2qr ;”
i Missing
P codes
| 1 | 1 =—r 1 1 1 Input
9p -7 -5 -3 % ® 3p 5p T
2 2 2 2 i 2 2 2 2
T
1”;" -2
; J 3o
! Missing
i codes -4

Figure 3.8 Effect of missing codes on quantizer transfer function
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Quantization Noise

As mentioneckarlier, the quantizer is a ndinear system that assigns a representation level
to the sampled input based s location within the threshold intervals. Thaantized value
N  is, in general, different from the input valde The difference between the two values is
referred to as thquantization errofQ w , where

Qw nNw o (3.4)

If the analog input is guaranteed to be within the full scale, then the quiamtieeror will be

in the range

2 Qe 2 (3.5)
A simplified statistical model that approximates the quantization error as a random noise

component is often used. The statistical representation is based on the following assumptions

[25]:

1  The quantization error is a sequence of a statyorandom pocess.

1  The quantization error is uncorrelated with the sampled input.

1  The elements of the quantization error are uncorrelated (white noise process).
1

The probability density function (PDF) is uniform over the rangg ,[2].

I

X —»J_f —»q(x)

GY

q(x)

x
L
v

e(x)

(b)

Figure 3.9. Quantizer models: (a) Aamear (b) linear
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These constraints lead to simple and effective analysis of the quantizer performance, where
the quantization error is considered as an additive whiteensource Kigure 39) with
uniformly distributed PDFThe probability density function (PDF) of the quantization error
based on the above mentioned assumptions is shown in FigxeTBe PDF is uniformly
distributed over the range Y , z/]. Therfore the output noise poweb is equivalent to the
variance of w :

y

1
<

Q<00

C-
| e

(3.6)

L

The power of a full swing sinusoidal inpwtdo —OE ¢“ Q0 is given by

> y
The performance of the quantizer is usually characterized by the ratio betweauntghe
signal power (0 ) and theoutput noise powe(0 ). This ratio is calledsignatto-noiseratio

("Y0 )Yand often evaluated in decibels. The quanti¥ér ¥ therefore given by:

YoYpk T 2L g8ré p& ¢Qb (3.8)
Pe
1
®
e
_P P
2 2

Figure 3.10. Quantizer PDF

The "YU "gbtained fromEquation (3.8) is used to predict the performance of the quantizer.
The obtained value represents the maximivid "Yof an €-bit quantizr. Usually, the
performance of the quantizer is compared to the idaalby rewriting Equation (3.8). The

maximum~YU ¥ replaced by the actua¥0 ;YandEquation (3.8) is solved for the agalent
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resolution €). The result is callethe Equivalert--NumberOf-Bits (O 0 0 )éand it is commonly

used as a figure of meti evaluate the performance of tpeantizer:

OO0 UL O 5 (3.9)

In practice, ADCs have different achievable mmaxim "Y0 "Yvhen different inputs are
applied indifferent conditions. It iSmportant here to emphasize that th@ "% evaluatedn
the above calculationwith respect to quantization noise, and other noise sousteb @s

thermal noise, jitter, etcare isolated

3.3 Analogto-Digital Converter Architectures

We need to develop efficient architectures for direct conversion from analGtNS
representationHowever, we should keep in mind that the residue representation is in digital
form. Thereforeinvestigating sme conventional analetg-binary, or more often called analog
to-digital, conversion schemes and extimg their concepts to anakbg-residue conversion is a
very interesting approach. In fact, most of the available architsaficirect analogto-residue
conveters ardbased orsimilar ADC architectures

In this section, we present a brief comparison among some ADC architectures that are
suitable for RNS implementation. The RNS implementation requires high conversioraspeed
high enaugh resolution to be partitioned into small residues. Because sperd afthe main
objectives of RNS implementation, we shall restrict ourselves to ADCs which have meadium

high speed.

3.3.1 Flash (or parallel) ADC

Flash ADC is considered the fastesnhong all analogo-digital converters. A general
architecture of a flash ADC is shown in Figure 3.11. A typéddit flash ADC requires;
resistors¢  p comparators, and;( p to €) encoder. Each comparator is connected with
one input © the analog sampled input and with the other input to the resistor ladder. The
comparators compare the analog input with the threshold levels. The voltages that correspond to
the threshold levels are generated using a resistor ladder that canta@wsstors. The ditgl
output of the comparator blans called athermometer codebecause as the analog input

increases, the comparators turn more outputsonén amonotonic way (like a mercuwflled
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thermometer). The thermatercoded output is corerted into digital binarycode using a
(¢ ptog)digital encoder.

As mentioned above, the flash ADC is the best choice when dogkersionspeed is
required. The high speed of the flash ADC is due to the fact thamipareshe input with all
threshold levels simultaneously (in paralleidd produces digital output. However, flash
ADCs suffer from many practical limitations. First, the hardware complexity and, more
importantly, the power consumption increase exponentiadly X with resolution. Every
additional bit doubles both ¢harea and the power consumption. The second drawback is that
the large number of comparators connected to the megutts in a large capacitive load at the
input node R6]. Indeed, this limits the speed of thenverter when the targeted resolution is
high. The requirement of small comparator offset is another limitation that is difficult to achieve
in modern technologies due to process variations. It is very importamhaiotain the
comparatoioffset less than half a step size to ensure monotonitityeoconverter. When high
resolution is required, the step size is very small. Usually, an additional circuit is added before
the encoder to detect bubble errors and ensure monotonicity. In general, flash ADCs are the
optimum for very high speed applicatis, but the resolution cannot be very high as many
limitations make the implementation impracticaf][2Flash topology is very effective for low
resolution up to ®its[28].

VRer
VN Comparators

|
reamplifiers
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Latch —
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—+
N -
Latch —
—+

Figure 3.11. Flash ADC
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3.3.2 Interpolating FlasADC

Interpolation is a common technique used to reduce the hardware complexity and improve
the performance of flash ADCs. Usuallyjstiiechnique is used along witblding technique.
However, interpolation was used effectively by its@®][ A 3-bit interpolating flash ADC is
shown in Figure 32. The main idea behind interpolation is to use theapnelifiers as linear
amplifiersnear the threshold voltages. The inputs to the latches are generated using a resistor
ladder. The main advantage of interpwlatis the reduction of the number of praplifiers
which results in reductiom the input capacitance. This solves a practical problem in flash
ADCs, and slightly reduces the power consumption.

V
REF\/

Preamplifiers

Latch —

Latch —

Latch —

3-bit
Latch — Encoder | digital outpu

Latch —

Latch —

Latch —

VoL Y

Figure 3.12. A 2vit interpolaing flash ADC

Interpolation can be realized using a resistive ladder as shown in Figure 3.11. Other
techniques such as current mirrors [30] and capacitors [31] can be utilized to implement the
interpolating technique.
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3.3.3 TwaeStage Flash ADC

The twostage architecture is one of the most popular approaches for high, spedidim
resolution ADCs. Figure 3.13hows the basic architecture ofé&ibit two-stage ADC. The S/H
circuit samples the analog input. The sampled input is fed to the fitst flash ADC to obtain
the most significant bits (MSBs). The first flash ADC is usually referred to asdaese
converter The output of the coarse converter is converted back into analog usighén
DAC. This value is subtracted from the sampleditnfphe residue obtained from subtraction is
amplified and quantized using a secandbit flash ADC to obtain the lowest significant bits
(LSB). The secondlash ADC is referred to as tHme converter The S/H output is held until

the completion ofhe conversion in the fine converter. The overall resoluti@énbi#s wheret

=& +¢& .
Vin bt || npbit > nz-bit
Coarse ADC DAC \ 1 Fine ADC
n; MSBs n, LSBs

Figure 3.13. Twestage flash ADC

The twastage ADC reduces the number of comparators from p to (C p) + (g
p). For example, an-Bit (¢ =¢ = 4) twostage flash ADC requires 30 comparators, which is
much less than 255 comparators requirei®-bit full flash ADC. As a result, both the area
and the power consumption are reduced. In additionnthe capacitive loading is reduced.

However, there are some drawbaokshe twastageADC architecture compared to the flash
ADC. First, the twestage ADC has larger delay due to the additional stagrhe second
drawback of thet -bit two-stage ADC isthe requirement of ®AC whose linearity is better
than¢ bits. In addition, a difference amplifier is required to obtain the residue and anplif
This difference amplifiealso adds to the overall latency of the istage ADC. In general, two
stage ALCs have good performance in terms of speednagdium resolution (12 bits) [32,
33.
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3.3.4 MultiStage Pipelined ADC
The concept othe two-stage ADC can be extended to midtage, where a single bit is
obtained in each stage. Direct implementatiothcd concept will suffer from very large delay.
Using a sampkandhold (S/H) circuit in each stage allows pipelining and increases the
throughput. A general structure of a pipelined ADC is illustrated in Figure 3.14. The pipelined
ADC does not have to wdill the residues ripple through the entire converter. After each stage
completes the conversion, it does not sit idle but immediately starts converting the next sample.
The pipelining architecture severely reduces the complexity. The complexitypsriooal
to € instead of¢ (asin flash ADC), becauseach stage needs orlybit ADC. However, the
gain accuracy of the first residue amplifier becomes more stringent, because the accuracy of
conversion for the remaining bits is dependent on the first residiesnertheless, very high
resolution with high throughput can be achievedatiglinga digital-error correction circuit and
utilizing trimming or calibration. In summary, pipelined ADCs are very suitable for applications

in which high resolution and high thughput are required, whitbelatency is not critical [3].

) -. -. + _. _. + -.
SH e e SH e e e SHE

bns b2 bo

(MSB) (LSB)

Figure 3.14. Pipelined ADC architecture

3.35 Time-InterleavedADC

The main idea of timénterleaved ADCs is the utilization of parallelism in the conversion
process. The general architecture of a thrhannel timenterleavedog -bit ADC is shown in
Figure 3.5. The three ADCs operate prarallel fashiorandtime-interleaving manne26]. The
first channel samples the input whilee other channels are evaluatitige previous samples.
The clockn samples the input three times faster thap? , and? . In addition,®” ,n , and

N are delagdwith respect to each other by a period Theoretically, he speed of the overall
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threechanneltime-interleaved converter is three times the speed of the individual converters.
This is a great advantadgpecausdhe overall speed can be increased by increasing the number
of channels, while the area and the power consumption will increase lineavyever, it is

very difficult to achieve well matched delayed clocks in practice because of mismatches in the
layout of the clock distribution as well as some other noise effects on the clock. Mismatches

produce tones atthe sampling frequency, whebeis the number of channels. This distorts the

output spectrum and degrades the performance of the converter.

?1

» S/H n-bit ADC

-~ S/H ~ S/H|— n-bit ADC Digital 3n-bit
digital output

Multiplexer

——» S/H|— n-bit ADC

Figure 3.15. A 8-bit threechannel timenterleaved ADC architecture

3.36 Fading ADC

As mentioned earlier, interpolating is used to reduce the number of prearsifidr
consequently the input capacitive loading. This results in slight reduction in hardware
complexity and power consumption. However, the number of latches ansiztheof the
encoder are still proportional to, where¢ is the number of bits.

Folding is a technique that significantly reduces the number of latches and the size of the
encoder along with the number of preampldieFolding and interpolatg are often used
concurrentlyfor significant reductio in the complexity of the overall architecture. Folding was
first introduced by Arbel and Kur8§] in 1975.
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The operation of a folding ADC is similar to that of a tatage ADC where a coarse
converter is used to obtain the MSBs and the reimgiLSBs ae obtained after the signal is
folded. The folding ADC obviates the need for an accurate DAC. Instead, the analog input has
to undergo an analog preprocessing stage to fold the signal. A general structure that illustrates
the concept of folding is shown iRigure 3.16. The architecturesesa ( | ©)-bit coarse
converterand a (1 | @-bit fine converter, wherdis thefolding factor The folding factor

"Ois defined as the number of folding segments in the transfer function of the foloakg

Analog Folding

N-log,F)-bit

cycle cycle cycle cycle cycle
1 2 3 F-1 F

(log,F)-bit
ADC

——» MSB

Figure 3.16. Folding ADC architecture

The complexity of the folding ADC depends @ The complexity of the coarse quantizer
and the folding circuit is proportional t@ while the complexity of the fine quantizer is

proportional tog j 'O

3.3.7 Successive ApproximatioADC

The successive approximation ADC is widely used in many applications. Its popularity stems
from the good ratio of speed/power and the fact that the converter is very compact making it an
inexpensive device3g. The successive approximation ADC has reasonable speed with very
good resolution and reduces the complexity and the power consumption of the circuit. A block
diagram of a typical successive approximation ADC is shown in Figure 3.&7bagic idea

behind thesuccessive approximatiois the binary search algorithm. The analog infuts
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sampled. A timing control system known as thecessive approximation register (SAR)

used to control the voltages generated by the DAC. The SAR sets the most significant bit
(MSB) to 1 while the remaining bits are maintained at 0. The DAC cantletSAR value into
analog and compares it to the analog input. If the analog input voltage is higher than the DAC
output, the comparator output is set to 1; if not, the comparator output isGetTioe SAR
retains the MSB bit and proceeds with thetrggnificant bit. The procedure is repeated until

the output voltage of the DAConverges to the analog inpuiithin a specified accuracy
determined by the size of the SAR. The algorithm requires one clock cycle to sample the analog
input and one clock cye to determine each bit. In total, the conversion requires p clock

cycles wherd is the size of the SAR which is equivalent to the required resolution. The main
drawback ofthe successive approximation technique is its sequential nature whick timait

speedvhenhigh resolutioris also required

VIN

()>—1{ SHH +

Comparator SAR

DAC

N-bit
digital output

Figure 3.17. Successive approximation ADC architecture
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3.38 Summary Comparison

Table 3.1. Comparison among the descriBBx architectures

Architecture

Advantages

Disadvantages

Flash

- Very fast.
- No DAC required.

- Low resolution (&oits).

- Complexity and power increase
exponentially with resolution.

- High input capacitive loading.

- Small comparator offset required

Interpolating

- Very fast.
- No DAC required.

- Reduced input capacitive

- Low resolution.
- Complexityandpower increase

exponentially with resolution.

loading.
- Fast. - Limited resolution.
Folding - No DAC required. --Nor.l-idealities in the faling
- Reducedarea,power, and circuits.
input capacitive loading
- Reducedarea power, and - Moderate speed.
Two -Stage input capacitive loading - Resolution limited to (1012
- Possible error correction. bits).
- High throughput. - Latency is proportional tthe
Pipelined - Possible ?rror correct.ic.)n. numb-er of stagc-as. | |
- Reduced input capacitive - Multiple S/H circuits required.
loading.
Time- - High throughput - Clock mismatchs degradéhe
Interleaved performance.
- High resolution. - Low speed{ cycles) compared
Successive - Low input capacitance. to flashADC.

Approximation

-Very low complexity and

power consumption.

- Accurate DAC required.
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3.4 Digitatto-Analog Converter Architectures

We present here some available architectures for the implementation of the DAC. In general,
there are three main types of DACs: decdukesed, biary-weighted, and thermometeode
converters. Other hybrid architectures can be realized using any combination of these three
types. However, we shall restrict our discussion to the three main types.

The general characteristic equation okahit DAC is given by:

o O ¢ 84X 888 ¢ (3.10)

3.4.1 Decodebased DAC

The decodebased DAC is a straightforward implementation of Equation (3.10). In this
approach, ai-bit DAC has¢ reference signals at its input. Depending on the digital input,
only one low impedance path is created, and the corresponding signal passes to the output.
Figure 3.18. shows a3t decodetbased DAC. The switches can be implemented usasg p

transistors or transmission gates.

Vref
R
R
b
R Ny
R
N I VOUt
b, b,
R > > +
Buff
R utrrer
R b2
b
R 3
bs b, by

Figure 3.18. A 2bit decodetbased DAC
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Since the voltage at any intermediate node in the resistor ladder must have a lower voltage
than all upper nodes, the DAC is guaranteed to be maicotdatching between the resistors in
the ladder is the most important factor in determining the resolution of the resulting DAC. In
terms of speed, the delay through the resistors is a major limitation of the speed. An alternative
implementation of the dederbased DAC for high speed applications is shown in Figure 3.19.,
where a digital decoder is used to provide a single bus at the input switches. However, the price

is larger area and larger capacitive loading at the bus nodes [26].

Vref

- bl
—— b,
L b,

3t8
decoder

L Vout

Buffer

Figure 3.19. An alternative implementation of decoder based DAC

3.4.2 Binaryscaled DAC

The basic idea behind the binasgaled DAC is to create an array of signals that are scaled in
a binary fashion. One possible implementation is the ar¢hreeshown in Figure 3.20. where
the resistors, and so the currents, are scaled by order. diowever, whert is large, the
resistors and the currents can be large which limits the performance. This architecture is not
adequate for high speed applions because of the glitches at the output and non guaranteed

monotonicity.
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L ffb% Ib%jb4 v

_L — Buffer

Figure 3.20. A 4oit binaryweighted DAC

A better implementation of the binasgaled DAC is the RR ladder architecture. The
architecture is showm Figure 3.21. In this architecture, the currents are scaled in a binary
fashion while maintaining small values of the resistors. The resulting DAC has better accuracy
and smaller size compared to the architecture shown in Figure 3.20. In additioringhttieh

resistors is easier in this case, since only two resistor values are required (R and 2R)

Re

™ N ij ™
2

R%W 2 %WZ p %#'/4 2R ¢|/8 fJ,

'Vref

Buffer

Figure 3.21. A 4it R-2R DAC

3.4.3 Thermometetode DAC

An ¢£-bit thermometecode DAC requireg input switches to fullyepresent the input data.

This is done by encoding the binary input into thermoretele using a conversion circuit.
The area of the resulting circuit can be large. However, the thermeooeterDAC has better

linearity performance and reduces the ghtstat the output. A-Bit thermometecode DAC
architecture is shown in Figure 3.22.
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Binary-to-thermometer code conversion circuit

'Vref

Figure 3.22. A dit thermometecode DAC

Buffer
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Chapterd

Conversion between
Analog and RNS Representations

In this chapter, we discuss the direct conversion between analog representatRNnd
representation. In Chapter 2, we assumed that the available data is already,spmplered
and in binary formatHowever, in reatime applications, the interaction twithe real analog
world requires converting the continuetitrme analog signal into residue representation and vice
versa. Usually, this is done in twaagts. For example, to convert anadog signal into residue
form, the analog signal is first sampledidaquantized using an ADC. Next, the binary
represented data is converted into residue representation using one of the pBdRdersard
conversion schemes in Chapter 2. This makes the conversion inefficient due to the increased
latency and complexityin order toutilize an RNSbasedprocessor (Figure 1.1.) in a certain
application, we need to develop conversion circuits that perform as efficient as thetanalog
digital converter (ADC) and the digitab-analog converter (DAC) in digital binary systems
Thus, direct conversion from anatltgiresidue (A/R) and from residie-analog (A/R) is
sought to eliminate the intermediate binary stage delay and improve the efficiency of the overall
RNS.

This chapter consists of two main sections. In the first@ectve discuss the process of
direct A/R conversion and present sopreposedschemes and architectures. In the second
section, we discuss the process of direct R/A conversion and present possible implementations

of the available algorithms.
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4.1. ForwardConversion from Analog to RNS Representation

In this sectionjn addition to the literature review of some propodedct analogto-residue
(A/R) conversionschemes, we present two schemes proposed by us. The A/R convgrsion
necessary when interactiomith the real analog world is required. Some researchers have
worked on that problem and proposetdiousarchitecture$37-42]. The proposed architectures
extend the principles of the conventional ADCAI® converters. Therefore, we shall refer to
Section 3.3. whenever further explanation is needeghlandion and analysis to demonstrate
the efficiency of the proposed schemes are providEde proposed architectures are compared
to both their analogo-digital counterpart converters and to their simibdR architectures

proposed in previous workhe main A/R converters types are the following:

4.1.1 Flash A/R Converter
The flash principle described Bection3.3.can be applied to A/R converters. The flash A/R

converterdescribed in [37] and [38)sesthe same number of comparatarsd resistorsThe
proposede -bit flash A/R converter requires  p comparatorsand ¢ resistors. The only
modification is that the thermometer code is converted into residue representation instead of
binary repreentation. To do that, we invoke to the base value definition descrildgzttiion
1.2. The dynamic range is partitioned into groups af integer numberswhered is the
largest modulusThe €  pto &) encoder in ad-bit flash ADCis replaced with the encoder
shown in Figure4.1 The proposed reoder converts the thermometerded output of the
comparator bank into residéierm. The first step of the conversion process is to obtain the base
value that corresponds to the samplediinp The functiorO is defined as:

OO0 "0s O (4.1)
where

0 p DO 6

n DEERI 00l Q (4.2)

Equation 4.1) can be implemented using XOR gates. This array of XOR gates ®tlable
buffer that corresponds to the base valdig.(The residueas obtained using a set @f 7a
buffers. Sincehe XOR gate output will be zero fab 1, a NAND gate is used for the first
buffer enable. For any inpd ™ 0 , only one XOR output will be asserted and the func@on

will enable only the buffer that corresponds to the base value of X. Thus, the residuetiof
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respect tad is the numbenof 1's beyad the base valué.e. IS @z 6 . The output of
the buffer that corresponds to the base value drives a Plsize# 11T @ p bits,
whose output is the digital binary representatiogasft [38].

To obtain all the residues with respect to different moduli, we notice that any ntinfiaer
uniqgue representation in its rangeherefore, the knowledge of the base va(e) along with
the residugos is sufficient to uniquelydentify the other residues. The PLA size, in this case,
has to be modified to & & B d 1 @ p Obits, wheread d T @ p O

represents the extra bits to be added [39].

Range

codes 3-state (m+1) bit
bus

buffers

-

Q

Emim-1

Latch PLA
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. .
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Code Gz

Gy R
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=

Figure4.1. Gnversion from thermometer code to residue
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The latency of the proposed flash A/R converter is:
0y O 0 0 0 (4.3)
On the other hand, a similar flash Al have a latency given by:
0 0 0 (4.4)
whereo  is the delay of the ROM encoder used to convert the thermometer code into binary
code in a flash AD.
For large dynamic ranges: 0 0 L 0 . Therefore, a flash A/R converter
can be even faster than its ADC counterpart. However, the proposed converter does not solve
any of the practical limitations of flash comiars discussed in Section 3.3. The resolution of
the proposed converter is limited due to the exponential increase in hardware complexity and
power consumption. In addition, the input capacitandarge for high resolution, and offset
mismatches are inéable.
An iterative technique applied to flash principle has been reporte®@Jimfi@ 0] to reduce
its hardware complexity. The proposed architecture consists of two stages, where the first stage
generateshe base value, and the second stageerate the residue. The proposed architecture
is shown in Figure 4.2.

VN =X
— Analog :
. Quotient
MUX FC1 DEMUX .
X
DAC
R\
Residue
FC2 >
2 im

Figure 4.2. Iterative flash A/R converter
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The analog inpud is sampled and fed to the input of the fftash converter (FC1). The first
converter obtains th@ most significant bits (MSBs) of the quotient which will be stored in the
(MSBs) of the firstregister (R1) using a digital dwiltiplexer (DEMUX). This value is
converted back into analog using a DAC with gainand fed to a difference amplifier ).

The output of the DA is the renmang quotient and the residue. This value is amplified by a
gain¢ , where'Qs the number of iteration, and the néxtbits of the quotient are obtained

again by the first flash converter. The process isaedfor ‘QOcycles where:

~
v

Q — (4.5)

After Qcycles, the quotient which represents the base value will be stored in R1. The output
of the DA represestthe residues. This value is fed to the second flash converter (FC2) to
obtain the digital representation of the resifR®40]

The proposed architecture reduces the hardware complexity and thereafter the power
consumption. In addition, it reduces tbapacitive loading at the input, and improves the
performance of the overall A/R converter. Digital correction circuit can be added for further
improvement as proposed i89. However, these advantages are at the price of increasing the
latency, wheréQ p cycles are required to perform the conversion. Moreover, the circuit is
not very simple and requires an accurate variable gain amplifier.

In our approach41], we propose ra A/R conversion scheme based on the same flash
principle. The complexity is sigficantly reduced while preserving most of the advantages of
the flash converter. The proposed architecture is shown in HgRir€onsider the analog input

Q@ is in the dynamic rangetd) p . We compare the analog input with the base values of
modulusd which are produced by the resistor ladder. This requiresp comparators in the
first stage instead af comparators to compare with all levels as3i [and [38]. The outputs

of the comparators are converted from thermometer cod@edoylcode using an encoder. The

digital output is the binary representation of the base value with respect to madullike

base value is converted into analog and subtracted from the analog input using a difference

amplifier (DA). The differencemplifier has a gain of~ to maintain the same for both

ladders in the two stages. The output of the difference amplifier represents the residue. The
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output residue is converted into digital format using another flash ADC with p
comparators. By knowing the base value and the residue of thedngpitih respect to one of

the moduli, we can determine the other residues with respect to their moduli as sh8%Wn in [
and 8.

The total number of comparators in the proposeditacthre is — p a p.This

number can be used to estimate the overall area size since it is proportional to the number of
latches and the size of the encoders. The power consumption is also directly proportional to the
number of compators. To illustrate the great saving in the proposed converter, consider the
moduliset {15, 16, 17} wher® ¢ represents a 1Bit converter. Using the architecture in

[37], we needd p T T xcamparators. Using our proposed architecture, we nedgd;on v

comparators.
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Figure4.3. Modified flash A/R converter

For the widely used moduiet ¢  phg iy p, the dynamic range is given lay
C ¢ for @ o, and the resolution is  oQbits. Tate 4.1. shows the total number of

comparators required to implement the architecture propos&d]iarid the one proposed here
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for different resolutions. Figurél.4. shows the great advantage gained by reducing the
complexity (in terms of number of compéors) versu& The figure shows that the complexity

of the scheme proposed iB7] grows exponentially with the resolution, while the proposed
scheme allows using much higher resolution without highly increasing the complexity. Further

reduction in thenumber of comparators cdape achieved using interpolatingnd folding

techniques.
Table4.1.Number of comparators if3f] and in the proposed architecture
ResolLtion Number of comparators
In [37] This work

9 503 63
12 4,079 255
15 32,735 1023
18 262079 4095
21 2,097,023 16,383

x 10"

—¥— This work
—— Proposed in [37]

No. of Comparators

r r r
5.5 6 6.5 7

L T
3 35 4 4.5

O

Figure4.4. Complexity vs. k of the proposed scheme compare8o [

Reducing the number of comparators in each stage relaxesedqiuerement of small

comparatopoffsets, and improves the monotonicity of the converstages.
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In terms of speed, the proposed architecture introduces an additional conversion stage and
needs digitato-analog conversion. At first glance, the proposed architecture seems to be much
slower than the one proposed BV]. However, reducing theumber of comparators reduces
the input capacitive loading which solves a practical problem in flash corsvarn@rreduces
the delay. In addition, the two stage configuration allows pipelining the input data into two
stages. The first stage is to obtaie thase value, and the second is to obtain the residue. This
pipelining increases the throughput by a factor of 2 approximately.

A Simulink modelis built to simulate théehavior of the proposed A/R converter. The high
level block diagram o& 9bit two-stage flash A/R convertes shown in Figure 4.5The used

moduliset here i§7, 8, 9}. At first, the components are assumed to be ideal

DA

ADC 2 Residue 3
Piin1
outl ) in1
ADC 1 DAC
Base Value 3
outt »int out2 2
Outl — in1
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>1V\ P in1 Outl — In1 outl —{in2
‘ \/ Residue 2
Out4 P4 ROM
In1
i1 outl —‘—»
Outs P In5
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»in3 out2
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Ing outs ‘L>
P in9 In2
P In10 outé
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Figure 4.5. Simulink model of the twsiage flash A/R converter

A ramp is applied at the input, and the residue wapect to modulud w is obtained
at the outputThe scaled input and output a&lgown in Figure 4.6. The other two residues can
be obtained in parallel using two additional converters. However, this will increase both the
area and the power consption of the A/R converter by a factor of 3. Another way to obtain
the remaining residgas to usea ROM lookup table. The ROM inputs are the basdéueand



81

the residue with respect to moduliiss. Knowledge of these two values is sufficient to obtain
the other two residues. This approach maintains the area and the power consumption at

minimum, but extra delay through the ROM is inevitable.

8 T T T T T

Output Residue
S
T
1

0 r r r r r
0 5 10 15 20 25 30

Input

Figure 4.6. Output response to a ramp input

The maximum SNR is calculated by applying a single tone inpliirwihe specified range
of frequency. In our case, the sampling frequeiieis chosen at 1 GHz. Consequently, to
satisfy NyquistShannon theorem, the bandwidth has to be at maximum 500 MHz. The input
frequency™Q is chosen at 519 KHz, and iatssfies the coherency requirement to avoid

spectrum leakage:
M =0 (4.6)

whereb andU are relatively prime. In our case, p xand0 ¢ . The quantized output
has 504 quantization levels. This is equivalerit tb ¢ 1t T y&o ybits.

The SNR is calculated from the output spectrum shovifigure 4.7. The binl p p P
corresponds t2. The SNR is obtained over the range 00 MHz. The obtained valueoin

the simulation is 55.8 dB. This is consistent with the value obtained from Equa8pwi@re:

YOY @81 U p& @ L &QO
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Figure 4.7. The quantized output spectrum

Non-idealities of the components degrade the performance of the convertexdace the
SNR. The S/H circuit suffers from two main nwieality sources: thermal noise and clock jitter.
The S/Hcircuit model is shown in Figure 4.8he S/H circuit is mainly an R circuit which has

an RMS input referred noiseltagey  given by [B]:

0 f — 4.7)

whereQis Boltzmann constanityis the absolute temperature, ands the sampling capacitor.

Figure 4.8. The S/H circuit model



